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Abstract

Recent work by Lin, Lipsitz, Sinha, Gawande, Regenbogen, and Greenberg proposed a Bayesian analysis of a $2 \times 2$ table including incompletely classified data. Here, we subject the same dataset to further analysis using recently developed techniques and software written in the R programming language.

This vignette is based on a manuscript submitted to the Journal of the Royal Statistical Society Series C, as correspondence.

For reasons of performance, this vignette uses a preloaded dataset (‘here’s one I prepared earlier’). To calculate the dataset from scratch, set variable `calculate_from_scratch` to `TRUE` in the first chunk.
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Lin et al. (2009) propose a Bayesian analysis of an interesting dataset which included incompletely classified data; they extend a result published by Altham (1971). Here, we subject the same dataset to further analysis using recently developed techniques and software written in the R programming language (R Development Core Team 2008).

The dataset is given here for convenience as Table 1. It arises from 69 medical malpractice claims, and are the two Surgeon Reviewers’ answers to the question: was there a communication breakdown in the hand-off between physicians caring for the patient? The rows of the Table correspond to the answers given by Reviewer 1, and the columns to the answers given by Reviewer 2.

Following Lin et al. (2009), we adopt the notation given in Table 2 for the corresponding observed frequencies.

Following Lin et al. (2009), we adopt the notation given in Table 2 for the corresponding observed frequencies.

We now assess whether Reviewer 2 is giving significantly higher proportion of ‘Yes’ responses than is Reviewer 1. Although the McNemar test is applicable to the $2 \times 2$ table of complete observations [the exact one-sided $p$-value is $\frac{7}{20} \approx 0.1094$], we suggest using the ‘Aylmer test’ (West and Hankin 2008). The aylmer R package is available at CRAN, http://cran.r-project.org/.

The Aylmer test is a generalization of the Fisher Exact test which allows for the possibilities of structural zeros; the figure in the third row, third column of table 1 is effectively a structural zero because we are not interested in cases not missed by both reviewers.
### Two by two tables with incompletely classified data

<table>
<thead>
<tr>
<th>Reviewer 1</th>
<th>Reviewer 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Yes</strong></td>
<td><strong>No</strong></td>
<td><strong>Missing</strong></td>
</tr>
<tr>
<td>Yes</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>No</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Missing</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>35</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 1: Two surgeon reviews of malpractice claims data

<table>
<thead>
<tr>
<th>Reviewer 1</th>
<th>Reviewer 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Review 1</strong></td>
<td><strong>Review 2</strong></td>
<td><strong>Missing</strong></td>
</tr>
<tr>
<td><strong>Yes</strong></td>
<td><strong>No</strong></td>
<td><strong>Missing</strong></td>
</tr>
<tr>
<td>$y_{11}$</td>
<td>$y_{10}$</td>
<td>$z_{1+}$</td>
</tr>
<tr>
<td>$y_{01}$</td>
<td>$y_{00}$</td>
<td>$z_{0+}$</td>
</tr>
<tr>
<td>$u_{+1}$</td>
<td>$u_{+0}$</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>$y_{+1} + u_{+1}$</td>
<td>$y_{+0} + u_{+0}$</td>
</tr>
</tbody>
</table>

Table 2: Notation for the data

In this case, the statistic of interest is the difference between row 1, column 2 and row 2, column 1 (=5-1=4):

$$a = a_{ylmer.test(a, alternative=function(x)x[1,2]-x[2,1])}$$

Aylmer functional test for count data

```
data: a
p-value = 0.169
alternative hypothesis: test function exceeds observed
```

and thus the $p$-value of 0.169 would indicate failure to reject the null hypothesis. We suggest our analysis is superior to the McNemar test because it does not disregard the partially classified data points.

**Cases missing at random**

Lin et al. assess the hypothesis that the cases are missing at random, and use Fisher’s exact test in a ‘somewhat informal way’ to compare the marginal proportions of the $2 \times 2$ table
of complete cases with the marginal proportions in those missing a row or column variable; a
$p$-value of 0.046 is reported.

We again suggest using the Aylmer test. In this case, the statistic of interest is row 2, column 3, which corresponds to the number of cases missed by reviewer 2 but were classified as “no” (as opposed to “yes”) by reviewer 1. The R idiom is straightforward:

```r
> f1 <- function(a)a[2,3]
> aylmer.test(a,alternative=f1)

Aylmer functional test for count data

data: a
p-value = 0.03202
alternative hypothesis: test function exceeds observed
```

The resulting $p$-value is 0.032, considerably lower than that from the Fisher test; this is consistent with the Aylmer test’s using more data than Chen and Little.

The hyperdirichlet distribution

The likelihood function of the data $D$ may be taken as

$$L(\theta|D) \propto \prod_{ij} \theta_{ij}^{y_{ij}} \prod_i \theta_i^{z_i+1} \prod_j \theta_j^{u_j+1}$$

for $\sum \sum \theta_{ij} = 1$, all taken to be non-negative. Here $\theta = (\theta_{11}, \theta_{10}, \theta_{01}, \theta_{00})$ and $i, j = 0, 1$. Subscripts match those of table 2; in computational work we identify $(\theta_{11}, \theta_{10}, \theta_{01}, \theta_{00})$ with $p_1, p_2, p_3, p_4$ respectively.

If we take a Dirichlet prior for $(\theta_{ij})$, $i = 0, 1$, $j = 0, 1$ with parameters $\alpha_{ij}$, then the posterior density of $\theta$ induced by the data $D$ is

$$P(\theta|D) \propto \prod_{ij} \theta_{ij}^{(y_{ij}+\alpha_{ij}-1)} \prod_i \theta_i^{z_i+1} \prod_j \theta_j^{u_j+1}.$$  

Then we seek $P(\theta_{+1} > \theta_{+0}|D)$, equivalently we will find $P(\theta_{01} > \theta_{10}|D)$. We will do this for the special case of $\alpha_{ij} = 1$ for all $i, j$, which corresponds to a uniform prior density for $\theta$.

We thus seek the posterior probability $P(\theta_{01} > \theta_{10}|D)$ given that

$$P(\theta|D) \propto \theta_{11}^{26+1-1} \theta_{10}^{1+1-1} \theta_{01}^{5+1-1} \theta_{00}^{18+1-1}(\theta_{11} + \theta_{10})^2(\theta_{01} + \theta_{00})^9(\theta_{11} + \theta_{01})^4(\theta_{10} + \theta_{00})^4.$$  

The expression for $P(\theta|D)$ is a special case of the ‘hyperdirichlet’ distribution (Hankin 2009). The R idiom is straightforward:

```r
> b
```
Two by two tables with incompletely classified data

<table>
<thead>
<tr>
<th></th>
<th>p1</th>
<th>p2</th>
<th>p3</th>
<th>p4</th>
<th>params</th>
<th>powers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>27</td>
<td>26</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Normalizing constant not known

is the appropriate hyperdirichlet distribution. The hyperdirichlet R package gives \( P(\theta_{01} > \theta_{10}| D) = 0.969 \) (further computational details are given online by Altham (2009)):

```r
f3 <- function(x){x[2]>x[3]}
probability(b,disallowed=f3,eps=1e-2)
```

```
[1] 0.9686342
```

Thus Reviewer 2 is more likely to give a ‘Yes’ answer than is Reviewer 1. This agrees well with the value of 0.968 given by Lin et al. in their Table 3.

Figure 1 shows some numerical results made using the hyperdirichlet R package (Hankin 2009).

Likelihood

The above techniques used a Bayesian approach in which integration was used to calculate the \( p \)-value. Here we show how the method of support (Edwards 1992) may be used instead. This is numerically advantageous because multidimensional integration is not needed.

First, find the maximum likelihood estimate for the distribution:

```r
maximum_likelihood(b)
```

```
$MLE
  p1      p2      p3      p4
0.45121066 0.01799551 0.11125458 0.41953925
```
The maximum likelihood estimate of the four parameters given by the PDF of equation 3 is thus $\hat{\theta}^f = (0.451, 0.018, 0.111, 0.42)$, with a corresponding support of $S^f = -64.15$ (superscript ‘f’ means that the optimization proceeded freely over the domain).

Now the maximum likelihood estimate under the restriction that $\theta_{01} < \theta_{10}$ is given by

$$f3 <- function(x){x[2]<x[3]}$$
$$maximum\_likelihood(b, disallowed=f3)$$

Thus the restricted MLE is $\hat{\theta}^r = (0.453, 0.06, 0.06, 0.426)$, with a corresponding support of $S^r = -66.14$. Observe that $\hat{\theta}_{01}^r = \hat{\theta}_{10}^r$ as the numerical optimization routine finds a point on the boundary of the admissible region.

The difference $S^f - S^r \approx 1.9991$, suggests that one may increase the support from any point consistent with $\theta_{01} < \theta_{10}$ by (almost) two units of support by the expedient of not restricting the search to regions where $\theta_{01} < \theta_{10}$.

Conclusions

Our analysis has added to the techniques which practising statisticians may bring to bear on the analysis of this type of $2 \times 2$ table, and we hope to stimulate interest in the aylmer and hyperdirichlet R packages.
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Figure 1: The distribution of $\psi = \theta_{10} / (\theta_{10} + \theta_{01})$ under the posterior distribution induced by the complete cases [a beta distribution with parameters 2, 6; the ‘complete cases PDF’] and the whole dataset [empirically sampled using \texttt{rhyperdirichlet()} with 30000 samples; the ‘all data PDF’]; $\psi > 0.5$ means $\theta_{01} > \theta_{10}$ and the gray lines mark $\psi = 0.5$. (a), histogram of complete cases PDF together with the analytically determined all data PDF (b), q-q plot; (c) empirical CDF; (d) normal quantile plot for $\phi = \log (\theta_{01} / \theta_{10})$ with straight line corresponding to asymptotic mean and variance.